**<http://www.ats.ucla.edu/stat/mult_pkg/faq/general/nested_tests.htm>**

**How are the likelihood ratio, Wald, and Lagrange multiplier (score) tests different and/or similar?**

A researcher estimated the following model, which predicts high versus low writing scores on a standardized test (**hiwrite**), using students' gender (**female**), and scores on standardized test scores in reading (**read**), math (**math**), and science (**science**). The output for the model looks like this:

Logistic regression Number of obs = 200

LR chi2(4) = 105.99

Prob > chi2 = 0.0000

Log likelihood = -84.419842 Pseudo R2 = 0.3857

------------------------------------------------------------------------------

hiwrite | Coef. Std. Err. z P>|z| [95% Conf. Interval]

-------------+----------------------------------------------------------------

female | 1.805528 .4358101 4.14 0.000 .9513555 2.6597

read | .0529536 .0275925 1.92 0.055 -.0011268 .107034

math | .1319787 .0318836 4.14 0.000 .069488 .1944694

science | .0577623 .027586 2.09 0.036 .0036947 .1118299

\_cons | -13.26097 1.893801 -7.00 0.000 -16.97275 -9.549188

------------------------------------------------------------------------------

The researcher would like to know whether this model (with four predictor variables) fits significantly better than a model with just **female** and **read** as predictors. How can the researcher accomplish this? There are three common tests that can be used to test this type of question, they are the likelihood ratio (lr) test, the Wald test, and the Lagrange multiplier test (sometimes called a score test). These tests are sometimes described as tests for differences among nested models, because one of the models can be said to be nested within the other. The null hypothesis for all three tests is that the smaller model is the "true" model, a large test statistics indicate that the null hypothesis is false. While all three tests address the same basic question, they are slightly different. In this page we will describe how to perform these tests and discuss the similarities and differences among them. (Note: these tests are very general and are used to test other types of hypotheses that involve testing whether fixing a parameter significantly harms model fit.)

**The likelihood**

All three tests use the likelihood of the models being compared to assess their fit. The likelihood is the probability the data given the parameter estimates. The goal of a model is to find values for the parameters (coefficients) that maximize value of the likelihood function, that is, to find the set of parameter estimates that make the data most likely. Many procedures use the log of the likelihood, rather than the likelihood itself, because it is easier to work with. The log likelihood (i.e., the log of the likelihood) will always be negative, with higher values (closer to zero) indicating a better fitting model. The above example involves a logistic regression model, however, these tests are very general, and can be applied to any model with a likelihood function. Note that even models for which a likelihood or a log likelihood is not typically displayed by statistical software (e.g., ordinary least squares regression) have likelihood functions.

As mentioned above, the likelihood is a function of the coefficient estimates and the data. The data are fixed, that is, you cannot change them, so one changes the estimates of the coefficients in such a way as to maximize the probability (likelihood). Different parameter estimates, or sets of estimates give different values of the likelihood. In the figure below, the arch or curve shows the changes in the value of the likelihood for changes in one parameter (**a**). On the x-axis are values of **a**, while the y-axis is the value of the likelihood at the appropriate value of **a**. Most models have more than one parameter, but, if the values of all the other coefficients in the model are fixed, changes in a given **a** will show a similar picture. The vertical line marks the value of **a** that maximizes the likelihood.

![http://www.ats.ucla.edu/stat/mult_pkg/faq/general/likelihood_only.gif](data:image/gif;base64,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)

**The likelihood ratio test**

The lr test is performed by estimating two models and comparing the fit of one model to the fit of the other. Removing predictor variables from a model will almost always make the model fit less well (i.e., a model will have a lower log likelihood), but it is necessary to test whether the observed difference in model fit is statistically significant. The lr test does this by comparing the log likelihoods of the two models, if this difference is statistically significant, then the less restrictive model (the one with more variables) is said to fit the data significantly better than the more restrictive model. If one has the log likelihoods from the models, the lr test is fairly easy to calculate. The formula for the lr test statistic is:  
  
lr = -2 ln(L(m1)/L(m2)) = 2(ll(m2)-ll(m1))  
  
Where L(m\*) denotes the likelihood of the respective model (either model 1 or model 2), and ll(m\*) the natural log of the model's final likelihood (i.e., the log likelihood). Where m1 is the more restrictive model, and m2 is the less restrictive model.

The resulting test statistic is distributed chi-squared, with degrees of freedom equal to the number of parameters that are constrained (in the current example, the number of variables removed from the model, i.e. 2).

Using the same example as above, we will run both the full and the restricted model, and asses the difference in fit using the lr test. Model one is the model using **female** and **read** as predictors (by not including **math** and **science** in the model, we restrict their coefficients to zero).  Below is the output for model 1. We will skip the interpretation of the results because that is not the focus of our discussion, but we will make note of the final log likelihood printed just above the table of coefficients ( ll(m1) = -102.45 ).

Logistic regression Number of obs = 200

LR chi2(2) = 69.94

Prob > chi2 = 0.0000

Log likelihood = -102.44518 Pseudo R2 = 0.2545

------------------------------------------------------------------------------

hiwrite | Coef. Std. Err. z P>|z| [95% Conf. Interval]

-------------+----------------------------------------------------------------

female | 1.403022 .3671964 3.82 0.000 .6833301 2.122713

read | .1411402 .0224042 6.30 0.000 .0972287 .1850517

\_cons | -7.798179 1.235685 -6.31 0.000 -10.22008 -5.376281

------------------------------------------------------------------------------

Now we can run model 2, in which coefficients for **science** and **math** are freely estimated, that is, a model with the full set of predictor variables. Below is output for model 2. Again, we will skip the interpretation, and just make note of the log likelihood ( ll(m2) = -84.42 ).

Logistic regression Number of obs = 200

LR chi2(4) = 105.99

Prob > chi2 = 0.0000

Log likelihood = -84.419842 Pseudo R2 = 0.3857

------------------------------------------------------------------------------

hiwrite | Coef. Std. Err. z P>|z| [95% Conf. Interval]

-------------+----------------------------------------------------------------

female | 1.805528 .4358101 4.14 0.000 .9513555 2.6597

read | .0529536 .0275925 1.92 0.055 -.0011268 .107034

math | .1319787 .0318836 4.14 0.000 .069488 .1944694

science | .0577623 .027586 2.09 0.036 .0036947 .1118299

\_cons | -13.26097 1.893801 -7.00 0.000 -16.97275 -9.549188

------------------------------------------------------------------------------

Now that we have both log likelihoods, calculating the test statistic is simple:

LR = 2 \* (-84.419842 - (-102.44518)  ) = 2 \* (-84.419842 + 102.44518 ) =  36.050676

So our likelihood ratio test statistic is 36.05 (distributed chi-squared), with two degrees of freedom. We can now use a table or some other method to find the associated p-value, which is p < 0.001, indicating that the model with all four predictors fits significantly better than the model with only two predictors. Note that many statistical packages will perform an lr test comparing two models, we have done the test by hand because it is easy to calculate, and because doing so makes it clear how the lr test works.

**The Wald test**

The Wald test approximates the lr test, but with the advantage that it only requires estimating one model. The Wald test works by testing the null hypothesis that a set of parameters is equal to some value. In the model being tested here, the null hypothesis is that the two coefficients of interest are simultaneously equal to zero. If the test fails to reject the null hypothesis, this suggests that removing the variables from the model will not substantially harm the fit of that model, since a predictor with a coefficient that is very small relative to its standard error is generally not doing much to help predict the dependent variable. The formula for a Wald test is a bit more daunting than the formula for the lr test, so we won't write it out here (see Fox, 1997, p. 569, or other regression texts if you are interested). To give you an intuition about how the test works, it tests how far the estimated parameters are from zero (or any other value under the null hypothesis) in standard errors, similar to the hypothesis tests typically printed in regression output. The difference is that the Wald test can be used to test multiple parameters simultaneously, while the tests typically printed in regression output only test one parameter at a time.

Returning to our example, we will use a statistical package to run our model and then to perform the Wald test. Below we see output for the model with all four predictors (the same output as model 2 above).

Logistic regression Number of obs = 200

LR chi2(4) = 105.99

Prob > chi2 = 0.0000

Log likelihood = -84.419842 Pseudo R2 = 0.3857

------------------------------------------------------------------------------

hiwrite | Coef. Std. Err. z P>|z| [95% Conf. Interval]

-------------+----------------------------------------------------------------

female | 1.805528 .4358101 4.14 0.000 .9513555 2.6597

read | .0529536 .0275925 1.92 0.055 -.0011268 .107034

math | .1319787 .0318836 4.14 0.000 .069488 .1944694

science | .0577623 .027586 2.09 0.036 .0036947 .1118299

\_cons | -13.26097 1.893801 -7.00 0.000 -16.97275 -9.549188

------------------------------------------------------------------------------

After running the logistic regression model, the Wald test can be used. The output below shows the results of the Wald test. The first thing listed in this particular output (the method of obtaining the Wald test and the output may vary by package) are the specific parameter constraints being tested (i.e., the null hypothesis), which is that the coefficients for **math** and **science** are simultaneously equal to zero. Below the list of constraints we see the chi-squared value generated by the Wald test, as well as the p-value associated with a chi-squared of 27.53 with two degrees of freedom. The p-value is less than the generally used criterion of 0.05, so we are able to reject the null hypothesis, indicating that the coefficients are not simultaneously equal to zero. Because including statistically significant predictors should lead to better prediction (i.e., better model fit) we can conclude that including **math** and **science** results in a statistically significant improvement in the fit of the model.

( 1) math = 0

( 2) science = 0

chi2( 2) = 27.53

Prob > chi2 = 0.0000

**The Lagrange multiplier or score test**

As with the Wald test, the Lagrange multiplier test requires estimating only a single model. The difference is that with the Lagrange multiplier test, the model estimated does not include the parameter(s) of interest. This means, in our example, we can use the Lagrange multiplier test to test whether adding **science** and **math** to the model will result in a significant improvement in model fit, after running a model with just **female** and **read** as predictor variables. The test statistic is calculated based on  the slope of the likelihood function at the observed values of the variables in the model (**female** and **read**). This estimated slope, or "score" is the reason the Lagrange multiplier test is sometimes called the score test. The scores are then used to estimate the improvement in model fit if additional variables were included in the model. The test statistic is the expected change in the chi-squared statistic for the model if a variable or set of variables is added to the model. Because it tests for improvement of model fit if variables that are currently omitted are added to the model, the Lagrange multiplier test is sometimes also referred to as a test for omitted variables. They are also sometimes referred to as modification indices, particularly in the structural equation modeling literature.

Below is output for the logistic regression model using the variables **female** and **read** as predictors of **hiwrite** (this is the same as model 1 from the lr test).

Logistic regression Number of obs = 200

LR chi2(2) = 69.94

Prob > chi2 = 0.0000

Log likelihood = -102.44518 Pseudo R2 = 0.2545

------------------------------------------------------------------------------

hiwrite | Coef. Std. Err. z P>|z| [95% Conf. Interval]

-------------+----------------------------------------------------------------

female | 1.403022 .3671964 3.82 0.000 .6833301 2.122713

read | .1411402 .0224042 6.30 0.000 .0972287 .1850517

\_cons | -7.798179 1.235685 -6.31 0.000 -10.22008 -5.376281

------------------------------------------------------------------------------

After running the above model, we can look at the results of the Lagrange multiplier test. Unlike the previous two tests, which are primarily used to asses the change in model fit when more than one variable is added to the model, the Lagrange multiplier test can be used to test the expected change in model fit if one or more parameters which are currently constrained are allowed to be estimated freely. In our example, this means testing whether adding **math** and **science** to the model would significantly improve model fit. Below is the output for the score test. The first two rows in the table give the test statistics (or scores) for adding either variable alone to the model. To carry on with our example, we will focus on the results in the third row labeled "simultaneous test," which shows the test statistic for adding both **math** and **science** to our model. The test statistic for adding both **math** and **science** to the model is 35.51, it is distributed chi-squared, with degrees of freedom equal to the number of variables being added to the model, so in our example, 2. The p-value is below the typical cutoff of 0.05, suggesting that including the variables **math** and **science** in the model would create a statistically significant improvement in model fit. This conclusion is consistent with the results of both the lr and Wald tests.

logit: score tests for omitted variables

Term | score df p

---------------------+----------------------

math | 28.94 1 0.0000

science | 15.39 1 0.0001

---------------------+----------------------

simultaneous test | 35.51 2 0.0000

---------------------+----------------------

**A comparison of the three tests**

As discussed above, all three tests address the same basic question, which is, does constraining parameters to zero (i.e., leaving out these predictor variables) reduce the fit of the model? The difference between the tests is how they go about answering that question. As you have seen, in order to perform a likelihood ratio test, one must estimate both of the models one wishes to compare. The advantage of the Wald and Lagrange multiplier (or score) tests is that they approximate the lr test, but require that only one model be estimated. Both the Wald and the Lagrange multiplier tests are asymptotically equivalent to the lr test, that is, as the sample size becomes infinitely large, the values of the Wald and Lagrange multiplier test statistics will become increasingly close to the test statistic from the lr test. In finite samples, the three will tend to generate somewhat different test statistics, but will generally come to the same conclusion. An interesting relationship between the three tests is that, when the model is linear the three test statistics have the following relationship Wald ≥ LR ≥ score (Johnston and DiNardo 1997 p. 150). That is, the Wald test statistic will always be greater than the LR test statistic, which will, in turn, always be greater than the test statistic from the score test. When computing power was much more limited, and many models took a long time to run, being able to approximate the lr test using a single model was a fairly major advantage. Today, for most of the models researchers are likely to want to compare, computational time is not an issue, and we generally recommend running the likelihood ratio test in most situations. This is not to say that one should never use the Wald or score tests. For example, the Wald test is commonly used to perform multiple degree of freedom tests on sets of dummy variables used to model categorical predictor variables in regression (for more information see our webbooks on Regression with [Stata](http://www.ats.ucla.edu/stat/stata/webbooks/reg/chapter3/statareg3.htm), [SPSS](http://www.ats.ucla.edu/stat/spss/webbooks/reg/chapter3/spssreg3.htm), and [SAS](http://www.ats.ucla.edu/stat/sas/webbooks/reg/chapter3/sasreg3.htm), specifically Chapter 3 - Regression with Categorical Predictors.) The advantage of the score test is that it can be used to search for omitted variables when the number of candidate variables is large.
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Figure based on a figure in Fox (1997, p. 570); used with authors permission.

One way to better understand how the three tests are related, and how they are different, is to look at a graphical representation of what they are testing. The figure above illustrates what each of the three tests does. Along the x-axis (labeled "a") are possible values of the parameter a (in our example, this would be the regression coefficient for either **math** or **science**). Along the y-axis are the values of the log likelihood corresponding to those values of **a**. The lr test compares the log likelihoods of a model with values of the parameter a constrained to some value (in our example zero) to a model where **a** is freely estimated. It does this by comparing the height of the likelihoods for the two models to see if the difference is statistically significant (remember, higher values of the likelihood indicate better fit). In the figure above, this corresponds to the vertical distance between the two dotted lines. In contrast, the Wald test compares the parameter estimate **a-hat** to **a\_0**; **a\_0** is the value of **a** under the null hypothesis, which generally states that **a** = 0. If **a-hat** is significantly different from **a\_0**, this suggests that freely estimating **a** (using **a-hat**) significantly improves model fit. In the figure, this is shown as the distance between **a\_0** and **a-hat** on the x-axis (highlighted by the solid lines). Finally, the score test looks at the slope of the log likelihood when **a** is constrained (in our example to zero). That is, it looks at how quickly the likelihood is changing at the (null) hypothesized value of **a**. In the figure below this is shown as the tangent line at **a\_0**.
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